Abstract

A Bayesian framework is created to tackle uncertainty in sediment provenance or fingerprint model. Two sources of uncertainty have been identified. One is from the physically based watershed sediment yield model runs due to spatial variation in the ground slopes. The other is from the use of long-range simulated episodic rainfall time series modeled using Markov Chains. The paper extends the Bayesian Markov Chain Monte Carlo (MCMC) algorithms of Fox and Papanicolaou (2008) for ensemble prediction of soil yield fraction or percentage from the floodplains adjacent to a stream, and the associated uncertainty. An erosion process parameter is the uncertain parameter of focus in this study because of its direct link with the physically based water erosion model. This link is identified in the Bayesian MCMC simulation runs. The study finds that less uncertainty is associated with sediment fraction yield estimation with increasing number of spatially distributed soil δ¹³C carbon isotope and Carbon/Nitrogen (C/N) atomic ratio tracer data, and low-range episodic rainfall time series when the Bayesian MCMC method is used. The drawbacks of the frequentist Monte Carlo Simulation method are discussed. The work compliments that of Fox and Papanicolaou (2008) via the introduction of prediction parameter uncertainty comparison based on the two aforementioned methods.
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Introduction

Physically based watershed erosion model estimates contain high uncertainty when predicting soil erosion contributions from more than one source within the watershed. In addition, physically based watershed models are typically unable to account for more than one erosion process and are limited to uniform erosion down-cutting across the soil surface rather than accounting for the episodic nature of erosion during high rainfall events. To circumvent the problems with conventional modeling approaches, watershed field-based studies can be considered to estimate soil erosion from more than one land-use type during high rainfall events [1]. The procedure is termed “sediment fingerprinting,” and is well documented in the literature. It is defined as a field-based technology that estimates the contribution of eroded-soil from each land-use source through the use of tracer measurements and application of a statistical “un-mixing” model [2-5]. The un-mixing model allows discrimination or separation of the amount of suspended sediment from a mixed field sample according to land-use types and thus, the term “un-mixing.” Biogeochemical tracers
$\delta^{13}$C, $\delta^{15}$N, and C/N atomic ratios are typically used to differentiate the land-use sources based on contrasting pedologic and anthropogenic history (e.g. C3 versus C4 plant photosynthetic pathways and crop management, respectively) of land uses [6]. Figure 1 illustrates the concept of sediment fingerprinting [7]. The figure 1 shows erosion occurring over a watershed during a high rainfall event. Soil erodes from two land-use sources, source 1 and source 2, and the soil is transported to the watershed outlet where eroded-soil is collected throughout the duration of the event using in situ suspended eroded-soil trap. The traps function as integrated samplers and soil settles within the traps over the duration of the erosion period [8].

Two types of tracer are considered: (i) tracer data from land sources, and (ii) tracer data from eroded-soil at the watershed outlet. The use of multiple tracers leads to an over-determined system of mass-balance equation matrix with multivariate distribution of the tracers. The problem can be conveniently solved using Bayesian Markov Chain Monte Carlo (MCMC) simulation [9]. Fox and Papanicolaou [1] extended research to include erosion process parameter that is dependent on sediment yield estimates from physical water erosion models. Bayesian approach has advantage over optimization methods because specifying prior parameter distributions relaxes the need for full characterization which is not practical [10]. Figure 2 illustrates the research framework.

**Sediment Fingerprint Mass Balance Model**

Statistical un-mixing model can be applied to estimate the contribution of eroded soil percentages (as fractions) from each source sub-watershed by analyzing the tracer values of the source soil and the eroded-soil. An un-mixing model for the simplest scenario (two sub-watershed sources and one tracer) can be formulated as:

\[
Z = X_1P_1 + X_2P_2 \\
P_1 + P_2 = 1
\]

where, $Z$ represents mixture sample trace data, $X$ stands for source sample mean, and $P$ is the fraction contributed by the two eroded sediment sources. Subscript 1 and 2 stand for source 1 and 2, respectively. This un-mixing mass balance model becomes an over-determined system when more than two tracers are considered because this leads to more equations than unknowns. Two statistical solution schemes can be considered to solve the over-determined system: (1) a frequentist approach
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Figure 2: Research Framework [7,11].
based on least square error minimization [12-14], and (2) a Bayesian approach with MCMC simulation [1].

The matrix form of the mass balance equation with error terms to compensate for over-determined system is:

\[
\begin{bmatrix}
X_1^1 & X_2^1 & \cdots & X_K^1 \\
X_1^2 & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots \\
X_1^{T-1} & \vdots & \vdots & \vdots \\
X_1^T & X_2^T & \cdots & X_K^T
\end{bmatrix}
\begin{bmatrix}
P_1 \\
P_2 \\
\vdots \\
P_K
\end{bmatrix}
= \begin{bmatrix}
Z^1 \\
Z^2 \\
\vdots \\
Z^{T-1} \\
Z^T
\end{bmatrix}
+ \begin{bmatrix}
\epsilon^1 \\
\epsilon^2 \\
\vdots \\
\epsilon^{T-1} \\
\epsilon^T
\end{bmatrix}
\]  

(3)

where, \( T \) is the total number of tracers, and \( K \) the number of sources. \( P \) denotes sources and \( \epsilon \) is an error term introduced to solve the over-determined condition. \( Z \) is the mixture tracer data vector. Krause et al., [14] and Franks and Rowan [15] derived confidence intervals for the estimated fractions from each source, \( P \), by using Monte Carlo sampling to draw from tracer source and mixture distributions. But Monte Carlo Simulation requires prior knowledge on distribution of sample data [10]. It is not always possible to collect desired number of soil samples in the nature. This leads to poor distribution of data. It is assumed that the uncertainty in the population mean of each source property can be represented by Students \( t \)-distribution with a confidence interval. To circumvent this problem, Fox and Papanicolaou [1] proposed Bayesian MCMC simulation method with low informative prior by treating the parameters as random variables and then training the posterior distribution of all model parameters. Joint distribution of random data sets can be tackled by the Bayesian MCMC simulation method. The two data sets used in this study are \( \delta^{13} \text{C}, \) and C/N atomic ratio.

Bayesian MCMC framework can facilitate the representation of more than one erosion process within the same sub-watershed or source by an erosion process parameter, and the use of an extra tracer distribution, to represent the episodic nature of the erosion, using the episodic erosion parameter. Two kinds of tracer data, from sediment sources, \( x \), and from eroded-soil (as suspended sediment at a confluence), \( z \) are collected. Analysis of tracer values of the source soil and the eroded-soil estimate the contribution of eroded soil fractions from each source using the un-mixing model, based on the following mass balance equation [1]:

\[
Z^t = \sum_i (x_i^t \times P_k), \sum_i P_k = 1
\]  

(4)

where, \( P \) is the fraction of eroded-soil contributed by the source, \( k \). The tracer data from sediment sources, \( x \), can be statistically represented by multivariate normal distribution with each tracer data value, \( i \), and the index of soil erosion process, \( j \), and the source type, \( k \):

\[
x_{jik} \sim MVN(\mu_{jk}, \text{COV}(x_{jik}))
\]

In Bayesian statistics, the mean, \( \mu \) and covariance matrix, \( \text{COV}(x) \) will have distribution of their own which are Multivariate Normal (MVN) and Wishart distributions, respectively, to facilitate MCMC simulation using Gibbs sampling in WinBUGS [16,17]:

\[
\mu_{jk} \sim MVN(\theta, \tau), \text{COV}(x_{jik}) \sim \text{Wishart}(\omega, \rho)
\]

where, \( \theta, \tau, \omega \) and \( \rho \) can be specified as non-informative priors in the model. Similarly, the tracer data at all confluences can be represented by multivariate normal distribution:

\[
z_{\text{mixture}} \sim MVN(\phi, \Gamma)
\]

with \( z \) being a vector of soil mixture tracer values, and \( \Gamma \sim \text{Wishart}(\Lambda, \xi) \). The parameter \( \phi \) is specified in the deterministic equation for the mass balance inversion as [1]:

\[
\phi = \sum_i v_i \alpha_k
\]

(5)

where, \( v_i \) is the soil erosion type identifier, and \( P_k \) has a Dirichlet distribution with parameter \( \lambda_i \):

\[
P_k \sim \text{Dirichlet}(\lambda_i)
\]

An erosion process parameter, \( \alpha_{jk} \) is considered by Fox and Papanicolaou [1] that includes the weights applied to each soil section where an erosion process is identified. It is a regression weight, estimated from soil yield estimates as the ratio of soil yield from any one sub-source to the summation of soil yields from all sub-sources within the same source type. This regression weight, \( \alpha_{jk} \) is estimated as:

\[
\alpha_{jk} = \frac{S_{jk}}{\sum_i S_{ijk}}
\]  

(6)

where, \( s \) is the sediment yield. The erosion type identifier \( v_i \) is then \( \alpha_{jk} \times v_i \). \( v_i \) is given a multivariate normal distribution and is a function of the episodic erosion parameter, \( \beta \) [1]. In this study, the parameter of uncertainty is the erosion process parameter, \( \beta \). The episodic erosion parameter is related to any grab sample after an episodic rainfall event. Such a grab sample is considered a member of the distribution of the soured sample tracer data. Over time, it is assumed that the entire watershed contributes to soil erosion and thus, a constant value of \( \beta \) is used in the un-mixing model. This assumption results in the same standard deviation and Monte Carlo (MC) errors for
soil yield fractions from two sources.

The sediment yield, $S$, is estimated using physical process-based WEPP erosion model [18] of the US Department of Agriculture. WEPP produces sediment yields from each sub-source (or sub-watershed). The summation of regression weights in a Bayesian multiple linear regression models should theoretically sum up to one. However, due to statistical independence of each WEPP run, the summation of weights may fall short of being one or could even be greater than one. This leads to uncertainty in soil fraction prediction. Bayesian MCMC with Gibbs sampling was applied to determine the probabilistic solution to the statistical unmixing model for all parameters. The posterior distribution of all model parameters based on data is given by Bayes theorem:

$$P(\text{All model Parameters} \mid x_{jk}, z) \propto P(\text{All model parameters}) \times P(x_{jk}, z \mid \text{All model parameters})$$  

The solutions to this model are the percentages of soils contributed by different sub-watersheds or sources.

### Multivariate Continuous PDFs

Probability density functions for the mean, the variance or the covariance for Dirichlet, Multivariate normal, and Wishart distributions are found in Ntzoufras [16]. The Dirichlet distribution is continuous multivariate probability distribution. It is parameterized by a vector of positive real numbers. The multivariate normal distribution generalizes the uni-variate normal distribution to multivariate. The Wishart distribution generalizes the univariate chi-square distribution to multivariate. It is a distribution for positive definite symmetric matrices, typically for covariance matrices. These distributions serve important purpose in multivariate Bayesian analysis. Table 1 summarizes these distributions and their function in the present study.

<table>
<thead>
<tr>
<th>Process</th>
<th>Probability Density Function</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tracer Distribution</td>
<td>Dirichlet distribution: (f(x) = \frac{\Gamma(\lambda)}{\prod_{i=1}^{M} \Gamma(\lambda_i)} \prod_{i=1}^{M} P_{i}^{\lambda_i-1})</td>
<td>(E(X_i) = \frac{\lambda_i}{\lambda}) and (\text{Cov}(X_{ij}, X_{jl}) = \frac{\lambda_i \lambda_j}{\lambda^2 (\lambda + 1)})</td>
</tr>
<tr>
<td>Fraction eroded soil distribution</td>
<td>Multivariate normal distribution: (f(x) = \frac{1}{(2\pi)^{M/2}</td>
<td>\Sigma</td>
</tr>
<tr>
<td>Covariance Matrix of tracers</td>
<td>Wishart distribution: (f(x) = \frac{1}{</td>
<td>\Omega</td>
</tr>
</tbody>
</table>

Table 1: Multivariate Continuous PDFs for Bayesian Analysis in WinBUGS [16].
Transition Probability and Gibbs Sampling

Markov Chain Monte Carlo (MCMC) simulation is an iterative process that generates a chain of values for every parameter specified in the model. The samples are drawn from posterior distribution that is generated by a Markov Chain as its limiting distribution. Gibbs sampling, an extension of Metropolis-Hastings algorithm is used to accomplish this. When a Markov Chain is run for a long time till its limiting distribution, a random draw from the posterior is approximated by any selected parameter value since the initial run.

The solution of the linear system below gives steady state probability which ultimately yields long-run distribution of ergodic Markov Chain:

\[
\pi = \pi P
\]

(8)

where, \( \pi \) is the row vector of steady-state probabilities which is unconditional within a state space, and \( P \) is the one-step transition matrix for a Markov Chain. The right-hand side of the equation becomes the weighted sum of the one-step probabilities of entering that state from all other states which are all weighted by its respective long-run probabilities. Equation 8 becomes continuous when the long-run distribution of Markov Chain is in a continuous state space and the following equation for all measurable subsets of parameter space holds [19]:

\[
\int_A \pi(\theta)d\theta = \int \pi(\theta)P(\theta, A)d\theta
\]

(9)

where, \( \theta \) is a vector of parameters namely, \( \mu \) (mean) and \( \sigma^2 \) (variance), \( \pi(\theta) \) is the long-run distribution of Markov Chain, \( A \) is the subset that measures parameter space, and \( P(\theta, A) \) is the transition kernel of the chain. According to Equation 9, total steady state probability of set \( A \) is equal to steady state flow of probability into set \( A \).

The explanation on how to find a Markov Chain that has the posterior as its long-run distribution is found in Bolstad [19] and briefly presented below for brevity. The interest is to find a probability transition kernel that satisfies the following equation for all \( \theta \):

\[
\int f(\theta|y)P(\theta, A)d\theta = \int_A f(\theta|y)d\theta
\]

(10)

where, \( f(\theta|y) \) is posterior density (without the scale factor to make it an exact density), and \( P(\theta, A) \) is transition kernel of the chain. Suppose a transitional kernel is found that balances the steady state flow between every possible pair of states, then the long-run distribution for the ergodic Markov chain with that transition kernel is equal to the posterior density. The reversibility condition states that probability of moving from the starting value to candidate value of a parameter is equal to the probability of moving in the reverse direction. It can be expressed for all \( \theta \) and \( \theta' \) by Bolstad [19]:

\[
f(\theta|y)q(\theta, \theta') = f(\theta'|y)q(\theta', \theta)
\]

(11)

where, \( \theta' \) is a candidate value, \( \theta \) is the starting value, \( f(\theta|y) \) is the target density of current value, and \( f(\theta'|y) \) is the target density of candidate value, and \( q(\theta, \theta') \) is a candidate distribution that generates \( \theta' \) given \( \theta \). If candidate distribution satisfies Equation 11, then \( f(\theta|y) \) becomes the long-run distribution of Markov chain. Then the probability kernel can be expressed as Bolstad [19]:

\[
P(\theta, A) = \int_A q(\theta, \theta')d\theta' + r(\theta)\delta_A(\theta)
\]

(12)

where, \( P(\theta, A) \) is the transition kernel of the chain, \( q(\theta, \theta') \) is a candidate distribution that generates \( \theta' \) given \( \theta \), \( r(\theta) \) is the probability the chain remains at \( \theta \) and equals to [1 - \( \int q(\theta, \theta')d\theta' \)], and \( \delta_A(\theta) \) is indicator function of set \( A \). \( \delta_A(\theta) \) can be further defined as:

\[
\delta_A(\theta) = \begin{cases} 
1 & \text{if } \theta \in A \\
0 & \text{if } \theta \notin A 
\end{cases}
\]

(13)

Combining Equations 11 and 13 yield

\[
\int f(\theta|y)P(\theta, A)d\theta = \int_A \int f(\theta|y)q(\theta, \theta')d\theta' + \int f(\theta|y)r(\theta)d\theta
\]

and, by reversing the order of integration,

\[
= \int_A \int f(\theta|y)q(\theta, \theta')d\theta d\theta' + \int_A f(\theta|y)r(\theta)d\theta
\]

(14)

Following the reversibility condition,

\[
= \int_A \int f(\theta'|y)q(\theta', \theta)d\theta d\theta' + \int_A f(\theta|y)r(\theta)d\theta
\]

and by substitution,

\[
= \int_A f(\theta'|y)(1 - r(\theta))d\theta + \int_A f(\theta|y)r(\theta)d\theta
\]

as both \( \theta \) and \( \theta' \) are dummies of integration,

\[
= \int_A f(\theta|y)d\theta
\]

qed.

The steps of Blockwise Metropolis-Hastings algorithm for parameter sampling can be found in Bolstad [19]. In this system the parameter vector is partitioned into blocks as follows:

\[
\theta_1, \theta_2, \ldots, \theta_j, \ldots, \theta_N
\]

(15)

where, \( \theta_j \) is block of parameters when \( \theta_j \) are all other parameters not in block \( j \). The steps of Blockwise Metropolis-Hastings algorithm are Bolstad [19]:

1. Start at point in parameter space \( \theta_1, \theta_2, \ldots, \theta_N \)
2. For step \( n=1, \ldots, N \)
   a. Select parameter \( j \) in block \( j \)
   b. Set \( \theta_j \) to any value
   c. Select \( \theta_j \) as candidate value
   d. Generate \( \theta_j \) from \( \theta_j \) and \( \theta_j \)
   e. Compute \( r(\theta_j) \)
   f. If \( r(\theta_j) \leq 1 \) accept \( \theta_j \)
   g. If \( r(\theta_j) > 1 \) reject \( \theta_j \)

The steps of Blockwise Metropolis-Hastings algorithm for parameter sampling can be found in Bolstad [19]. In this system the parameter vector is partitioned into blocks as follows:

\[
\theta_1, \theta_2, \ldots, \theta_j, \ldots, \theta_N
\]

(15)

where, \( \theta_j \) is block of parameters when \( \theta_j \) are all other parameters not in block \( j \). The steps of Blockwise Metropolis-Hastings algorithm are Bolstad [19]:

1. Start at point in parameter space \( \theta_1, \theta_2, \ldots, \theta_N \)
2. For step \( n=1, \ldots, N \)
   a. Select parameter \( j \) in block \( j \)
   b. Set \( \theta_j \) to any value
   c. Select \( \theta_j \) as candidate value
   d. Generate \( \theta_j \) from \( \theta_j \) and \( \theta_j \)
   e. Compute \( r(\theta_j) \)
   f. If \( r(\theta_j) \leq 1 \) accept \( \theta_j \)
   g. If \( r(\theta_j) > 1 \) reject \( \theta_j \)
For \( j = 1, \ldots, J \),

- draw candidate from
  
  \[
  q(\theta_j^{(n-1)}, \theta_j^*) | \theta_1^{(n)}, \ldots, \theta_{j-1}^{(n)}, \theta_{j+1}^{(n-1)}, \ldots, \theta_J^{(n-1)}
  \]

- calculate the acceptance probability from
  
  \[
  \alpha(\theta_j^{(n-1)}, \theta_j^* | \theta_1^{(n)}, \ldots, \theta_{j-1}^{(n)}, \theta_{j+1}^{(n-1)}, \ldots, \theta_J^{(n-1)})
  \]

- draw \( u \) from Uniform \((0,1)\)

- if \( u < \alpha(\theta_j^{(n-1)}, \theta_j^* | \theta_1^{(n)}, \ldots, \theta_{j-1}^{(n)}, \theta_{j+1}^{(n-1)}, \ldots, \theta_J^{(n-1)}) \)

  then let \( \theta_j^{(n)} = \theta_j^* \), else let \( \theta_j^{(n)} = \theta_j^{(n-1)} \)

where, \( \alpha \) is the acceptance probability. The procedure is illustrated in figure 3.

At step \( n \), the candidate for the \( j \)th block of parameters, \( \theta_j \) is drawn, given the most recently updated values of the other blocks of parameters. Since the cycle is carried out through the parameters, the 1\textsuperscript{st} through the \((j-1)\)th blocks of parameter values have already been updated to the \( n \)th step. The \((j+1)\)th through the \( J \)th blocks have not been updated and are still at \((n-1)\)th step. \( u \) is greater than \( \alpha \) for up to the \((j-1)\)th block. At the \( j \)th block, \( u \) is less than \( \alpha \), and the candidate is accepted (Figure 3). The advantage of Gibbs sampling over Metropolis-Hastings algorithm is that in Gibbs sampling, \( u \) is always less than \( \alpha \) and thus the candidate parameter is always accepted.

Gibbs sampler, a special extension of the Metropolis-Hastings Algorithm, is applied when the full conditional distributions of each component in the multivariate distribution given all other components are known. This enables the use of true conditional density as the candidate density at each step for every block of parameters given the others. This situation is described by Bolstad [19]:

\[
q(\theta_j, \theta_j^* | \theta_{\neq j}) = f(\theta_j | \theta_{\neq j}, y)
\]

(16)

where, \( \theta_j \) is the block of parameters when \( \theta_{\neq j} \) are all other parameters not in block \( j \), \( q(\theta_j, \theta_j^* | \theta_{\neq j}) \) is the candidate density that generates candidate \( \theta_j^* \) given starting value \( \theta_j \), and \( f(\theta_j | \theta_{\neq j}, y) \) is the target density. At step \( n \) for block \( \theta_j \), the

\[\text{Figure 3: Steps of Blockwise Metropolis-Hastings Algorithm [20].}\]

\[\text{[candidate } \theta_j^* \text{ is drawn from here]}

\[\text{[Not updated yet]}\]
The Two-Step Simulation Process: Regression and “Un-Mixing” Model

The two-step regression and un-mixing modeling procedure is shown in the following flowcharts (Figure 4 and 5). The first flowchart (the regression module) discusses the use of the raw tracer data. The distributions are input as prior statistics to generate the posterior distributions of all model parameters. The second flowchart (the “un-mixing” module) uses the mean and standard deviation information from the regression module to generate percent sediment yield contribution from two sub-sources given the mixture sample’s tracer data at a confluence of a Bayou and its tributary. The Regression model constitutes three major parts: Model, Initial Values and Data. The Model part includes model definition, likelihood, prior distribution,
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Figure 5: Step 2: Un-mixing Model Flowchart.
Study Area

The land area investigated is the highly urbanized Buffalo Bayou Watershed of Houston, Texas. Soil biogeochemical properties ($\delta^{13}$C tracer isotope and C/N atomic ratio) were analyzed at Texas A&M University’s (TAMU) Stable Isotopes for Biosphere Science (SIBS) laboratory. The project area was divided according to the University of Houston (UH) team’s Buffalo Bayou in-situ suspended sediment sampling locations where mixture samples were collected during high flow events. The North and the South of the Buffalo Bayou are regarded as two sources of soil erosion for any given UH suspended sample mixture at a Bayou-Tributary confluence. Sensitivity of soil yield response to the episodic Markov rainfall structure, sub-watershed slopes, vegetation cover, and soil properties were analyzed by the physically based Water Erosion Prediction Project (WEPP) model of the US Department of Agriculture. Periodic rainfall time series was simulated using the CLIGEN weather generator of WEPP for 6-, 11-, 16-, and 22-year rainfall time series windows. Soil yield values generated by WEPP provided the regression weights or parameter $\alpha_{jk}$.

The Buffalo Bayou watershed in Houston city limits extends from West limit ($95^\circ38'48"W$) to East limit ($95^\circ21'30.36"W$), from Highway-6 to the confluence of the Buffalo and the White Oaks Bayous. Its North-South limits are $29^\circ49'22.17"N$ (at North) and $29^\circ43'10.17"N$ (at South), respectively. The limits are marked in figure 6. The methods were tested on 15 square miles of the watershed starting from the western limit to UH sampling location number 6 along the Buffalo Bayou (Figure 7). Future work will look at localized areas within the watershed.

Land sampling was designed to follow the drainage network of watershed dictated by a map provided by the Harris County Flood Control District (HCFC). All land sampling were done in the vicinity of an open or underground channel. Where no such channel was found, soil samples were collected by the drainage gutters. Noteworthy, this leads to a sparse distribution of soil on the whole watershed but fairs well when viewed over a smaller sub-watershed within it. This was validated using geostatistical analysis in ArcGIS. This strategy was necessary to be able to determine the percent soil erosion contribution from sub-watersheds per the Bayesian statistical un-mixing model of Fox and Papanicolaou [1]. In a nutshell, the project teams’ purpose was to collect many samples in the whole watershed but not so many within a sub-watershed. The updates in MCMC simulation eventually results in ample realizations to produce a posterior confidence interval [19].

To quantify uncertainty in sediment provenance model, the project area was divided according to the Buffalo Bayou in-situ suspended sampling locations UH-1, UH-2, UH-3, UH-4, UH-5, UH-6, etc. moving downstream (Figure 7). Tracer data for land samples to the west of these UH sampling points were considered for analyses. These points were then categorized based on their positions in North and South of the Buffalo Bayou watershed. These areas are further subdivided equally (sampling points wise) into two sub-sources at both North and South of the Bayou. This set up was previously explained graphically in figure 1.

---

![Figure 6: Project Limits in the Buffalo Bayou Watershed.](image-url)
Table 2 lists the contributing areas and the number of sampling point data used in the models. The number of sampling points increases with increasing UH station number moving downstream.

Deterministic versus Stochastic Model

The soil fraction yield model was tested using deterministic model with equal regression weights on the two tracer data sets ($\delta^{13}C$ and C/N atomic ratio). As noted earlier, the summation of regression weights in a Bayesian multiple linear regression models should theoretically sum up to one. However, due to the statistical independence of each Water Erosion model (WEPP) run, the summation of weights may fall short of being one or could even be greater than one as is noted in table 3. This can lead to greater uncertainty (in terms of standard deviation) in soil fraction prediction. Choice of equal weights assumes the sediment yield prediction to be independent of rainfall pattern. The regression weights are represented by the erosion process parameter, $\alpha_{jk}$, which is written in terms of soil yield estimates from WEPP (see equation 6) and allows the link between WEPP generated rainfall distribution and soil yield. A stochastic problem evolves when $\alpha_{jk}$ is no longer equal for the two data sets used in the Bayesian MCMC regression model to obtain posterior mean and variance used in the Bayesian un-mixing model.

Table 4 summarizes the posterior statistics from a Bayesian un-mixing model run with equal regression weights. $P_1$ and $P_2$ from the un-mixing model run considering equal regression weights are 0.875 and 0.125, respectively. This means 87.5% of the eroded soil is from the North of the Buffalo Bayou. The South contributes 12.5% of the eroded soil. The standard

<table>
<thead>
<tr>
<th>UH Station ID</th>
<th>Contributing Area (sq. miles)</th>
<th>No. of $\delta^{13}C$ and C/N Ratio Data to the Left (North)</th>
<th>No. of $\delta^{13}C$ and C/N Ratio Data to the Left (South)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>9.2</td>
<td>27</td>
<td>25</td>
</tr>
<tr>
<td>4</td>
<td>9.8</td>
<td>42</td>
<td>37</td>
</tr>
<tr>
<td>5</td>
<td>13.3</td>
<td>71</td>
<td>51</td>
</tr>
<tr>
<td>6</td>
<td>15.4</td>
<td>80</td>
<td>68</td>
</tr>
</tbody>
</table>

Table 2: Contributing Area and the Number of Sampling Point Data Used in the Model.
deviation is 0.05088. The length of confidence interval is 0.1972. Also, its median of 0.8806 suggests that the posterior density plot would be close to normally distributed. The length of the confidence interval is 0.1972. The MC Error is 0.001448. Bayesian un-mixing model with variable regression weights was previously discussed. The mean sediment yield fractions and standard deviations with regression weights corresponding to the 6-, 11-, and 16-year rainfall series, and the 22-year rainfall series for UH-4 station are given in table 5, including the results from the deterministic model run with equal regression weights.

The standard deviations are 0.05415 and 0.05468 for the 6-, 11-, and 16-year rainfall series and the 22-year rainfall series-based runs, respectively, with different weights. When equal regression weights of 0.5 are considered, the standard deviations dropped to 0.05088 (Table 4). The estimated \( P_1 \) and \( P_2 \) of 0.875 and 0.125 with equal regression weights may not be deemed realistic since the uncertainty associated with watershed contributes to soil erosion and thus, a constant value of \( \beta \) is used in the un-mixing model. This assumption results in the same standard deviation and Monte Carlo (MC) errors for soil yield fractions from two sources.

**Monte Carlo Simulation with Single Tracer Distribution**

The advantage of a Bayesian MCMC model is in its ability to tackle multiple tracer data distributions to output posterior statistics of all tracers considered [1]. The traditional methods use Monte Carlo Simulation (MCS) to find confidence intervals on the prediction parameters (e.g. soil fraction yield) based on a single tracer data distribution at a time. This distribution for use in the MCS model also needs to be accurately known and have normal distribution which is rarely found in the nature and specifically in the urbanized Buffalo Bayou Watershed. MCS was applied on the distribution of the \( \delta^{13}C \) data to see how the uncertainty results compare with that from the

<table>
<thead>
<tr>
<th>Case</th>
<th>Source</th>
<th>Sub-source-1</th>
<th>Sub-source-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal regression weights</td>
<td>North</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>(Deterministic)</td>
<td>South</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>The 6-, 11-, and 16-year rainfall series</td>
<td>North</td>
<td>0.44</td>
<td>0.51</td>
</tr>
<tr>
<td>(Stochastic)</td>
<td>South</td>
<td>0.49</td>
<td>0.42</td>
</tr>
<tr>
<td>The 22-year rainfall series</td>
<td>North</td>
<td>0.44</td>
<td>0.51</td>
</tr>
<tr>
<td>(Stochastic)</td>
<td>South</td>
<td>0.48</td>
<td>0.42</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Source</th>
<th>The 6-, 11-, and 16-Year Rainfall Series</th>
<th>The 22-Year Rainfall Series</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>St. Dev.</td>
<td>Mean</td>
</tr>
<tr>
<td>North</td>
<td>0.8914</td>
<td>0.05415</td>
</tr>
<tr>
<td>South</td>
<td>0.1086</td>
<td>0.05415</td>
</tr>
</tbody>
</table>

Table 3: Regression Weights (Deterministic and Stochastic) Summary for UH-4.

Table 4: Bayesian Un-mixing Posterior Statistics with Equal Regression Weights for UH-4 (Deterministic Model).

Table 5: Bayesian Un-mixing Posterior Statistics with Actual Regression Weights for UH-4 (Stochastic Model).

the erosion process parameter \( \alpha_{jk} \) are not considered in the model.

The same value of the standard deviations and the MC Errors for North and South of the Bayou in table 4 is due to the use of constant episodic erosion parameter (\( \beta \)) in Fox and Papanicolao [1]. The assumption is that over time, the entire Bayesian MCMC model run. Noteworthy, the two methods are completely different. Table 6 summarizes the t-distribution statistics for \( \delta^{13}C \) tracer data for all sampling points to the west (upstream) of UH-4 station: sample mean, standard deviation (St. Dev.), Degree of Freedom (DOF), and upper and lower limit of 95% confidence interval. Degree of Freedom (DOF) = (Number of samples) - 1.
Sample means of the two δ¹³C tracer data are -22.13‰ and -22.10‰ for North and South of the Buffalo Bayou, respectively which are nearly the same. ‰ or “per mil” is the standard unit for the carbon isotope signature measurements. There were total 42 land sample data from the North and 37 from the South. Sample standard deviation was 2.05‰ for the North which is slightly lower than the standard deviation of 2.27‰ from the South of the Buffalo Bayou. That is why the range of confidence limits (difference between the upper and the lower limit of the confidence interval) of δ¹³C tracers at North of the Buffalo Bayou is 1.29‰, which is lower than that range in the South of the Buffalo Bayou which is 1.53‰. Thus, distribution of δ¹³C tracer data is tighter to the North of the Buffalo Bayou.

The MCS model was run for 100 to 1000 iterations for the same number of pairs of soil yield fractions from the North (P₁) and the South (P₂) of the Buffalo Bayou. A t-distribution was conducted on these generated pairs of fraction yield values from the North and the South with 95% Confidence Interval (CI) to monitor the uncertainty. The confidence intervals from the t-distribution statistics is shown in figures 8 and 9 for various iteration numbers to demonstrate the confidence interval reduction with increasing number of iterations.

### Table 6: t-Distribution Statistics of δ¹³C Tracer (‰) Data to the Left of UH-4 Station.

<table>
<thead>
<tr>
<th></th>
<th>North of the Buffalo Bayou</th>
<th>South of the Buffalo Bayou</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Mean</td>
<td>-22.13</td>
<td>-22.1</td>
</tr>
<tr>
<td>Sample St.Dev.</td>
<td>2.05</td>
<td>2.27</td>
</tr>
<tr>
<td>DOF</td>
<td>41</td>
<td>36</td>
</tr>
<tr>
<td>Lower Limit</td>
<td>-21.48</td>
<td>-21.33</td>
</tr>
<tr>
<td>Upper Limit</td>
<td>-22.78</td>
<td>-22.87</td>
</tr>
</tbody>
</table>

**Comparison of Uncertainty from Bayesian MCMC and Monte Carlo Simulation**

A comparison was made on the standard deviations from the Bayesian MCMC and those from the increasing order of MCS iterations. Note that MCS does not have the capability to update distributions but is only dependent on the randomly generated sample means and a confidence interval on the sample data. Tables 7 and 8 summarize the estimated standard deviations from the two types of simulations. It is evidently clear that the Bayesian method outputs higher standard deviations compared with the MCS method. The Bayesian MCMC method is conservative and hints towards a risk averse decision algorithm. The MCS method is dependent on the user defined number of iterations with no Markov Chain memory of the

![Figure 8: CI Plots Explaining t-Distribution Statistics on Soil Yield Fractions from North of the Bayou (P₁).](https://doi.org/10.33513/RAES/1901-08)
immediate past iteration; this is indicative of the mathematical robustness of the Bayesian MCMC approach. As expected, the MCS method based standard deviation is decreased with higher iteration number (Table 8). The main drawback with the MCS method in the context of this research is that it cannot be linked to the Markov Chain rainfall series which drives the water erosion of soil.

The output from the Bayesian MCMC method shows (Table 7) an increase in the standard deviation with increasing range of rainfall time series. This ‘trend’ is expected and is a good sign because long-range rainfall series typically does not preserve the original statistics or in other words, loses all statistical memory of the initial conditions. Therefore, the use of long-range forecast does not necessarily attribute to acceptable solutions but may provide insight on the system’s sensitivity to weather variation. Exceptions can be seen in table 7 with nonlinear behavior across the table for UH sampling location number 5. The non-linear system behavior was an extension of an episodic rainfall pattern on the watershed which showed a mild sinusoidal pattern from month to month [21].

<table>
<thead>
<tr>
<th>UH sampling ID</th>
<th>6-, and 11-Year Rainfall Series</th>
<th>16-Year Rainfall Series</th>
<th>22-Year Rainfall Series</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.06386</td>
<td>0.07478</td>
<td>0.07478</td>
</tr>
<tr>
<td>4</td>
<td>0.05415</td>
<td>0.05415</td>
<td>0.05468</td>
</tr>
<tr>
<td>5</td>
<td>0.04828</td>
<td>0.04149</td>
<td>0.04364</td>
</tr>
<tr>
<td>6</td>
<td>0.04076</td>
<td>0.04076</td>
<td>0.04293</td>
</tr>
</tbody>
</table>

Table 7: Standard Deviations of Soil Yield Fractions from Bayesian MCMC Simulations.

<table>
<thead>
<tr>
<th>No. of Iterations</th>
<th>Standard Deviation</th>
<th>No. of Iterations</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.033636</td>
<td>600</td>
<td>0.01376</td>
</tr>
<tr>
<td>200</td>
<td>0.025089</td>
<td>700</td>
<td>0.012845</td>
</tr>
<tr>
<td>300</td>
<td>0.019147</td>
<td>800</td>
<td>0.01143</td>
</tr>
<tr>
<td>400</td>
<td>0.015611</td>
<td>900</td>
<td>0.010985</td>
</tr>
<tr>
<td>500</td>
<td>0.015023</td>
<td>1000</td>
<td>0.010774</td>
</tr>
</tbody>
</table>

Table 8: Standard Deviations of Soil Yield Fractions from Monte Carlo Simulations.
Conclusion

The main source of uncertainty in the variable pattern of soil erosion was captured by the use of erosion process parameter (the regression weight) that provided the link between physically based weather supported erosion model WEPP and the Bayesian MCMC framework. Such link cannot be established when MCS is used stand-alone. The episodic rainfall trends on the large watershed introduced limitation on the predictability of soil yield fraction estimation. Analysis was compared with the Bayesian MCMC sediment fingerprinting algorithm of Fox and Papanicolaou [1] to methodically estimate land area average soil yield fraction from the North and the South of the Bayou. Reasonable initialization of sample data statistics was very important for the desirable convergence of the Bayesian MCMC model given the sparse nature of the tracer data on the urbanized watershed. The posterior statistics obtained from successful initialization ensured the credibility of soil yield fraction estimation using the biogeochemical soil properties: the $\delta^{13}$C stable isotope and the C/N (Carbon/Nitrogen) atomic ratio.

This work re-affirms that the Bayesian MCMC algorithm of Fox and Papanicolaou [1] is a unique and mathematically robust approach that is scientifically and statistically sound and supports the interdisciplinary approach to field-based validation of the sediment fingerprinting technology. It takes into account the spatially variable soil biogeochemical properties to estimate source soil yield contribution with the uncertainty associated with it. One advantage of the Bayesian MCMC over traditional MCS was that it can work with low informative priors or low resolution statistics of the raw data since it generates millions of iterations in less than an hour on a DELL Optiplex 1080 PC to converge to a posterior distribution and thus, eliminates the gross tendencies or variations that would otherwise be seen due to initialization errors. An MCS runs with 1000 iterations may take up to 4 hours on the same computer.

The rainfall data distribution from the local rain gages showed episodic pattern that could be an influence of continental scale physical and climatic processes. This needs future investigation. Rainfall statistics were generated by using WEPP’s stochastic CLIGEN weather generator and needs to be compared with other rainfall simulation algorithms that suit the climate of the coastal South Texas.

The Bayesian MCMC framework used in WinBUGS required prior knowledge for model parameters which was non-informative. The posterior statistics of this study were based on this prior information and could be biased. More advanced and informative knowledge on tracers and erosion processes could help to improve the prior information. Investigation of spatial and temporal correlation between collected suspended sediment mixture samples are of future interest. Mixture sample data from downstream may not be representative for watershed areas far upstream due to lack of such memory in the Bayesian MCMC algorithm of Fox and Papanicolaou [1]. Future theoretical research can be directed to look for options to incorporate such effect in Bayesian or any other suitable framework.

Under episodic rainfall pattern that is typical of South Texas climate, uncertainty quantification presented in this paper holds the potential for effective sediment and watershed management in relation to soil conservation. The Bayesian framework is a move away from the physically based watershed erosion models that are typically unable to account for more than one erosion process and are limited to uniform erosion down-cutting across the soil surface rather than accounting for the episodic nature of erosion during high rainfall events. The uncertainty, presented as the standard deviation, can provide the watershed managers a reasonable bound to work with when making long term soil conservation decisions.
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